WinSVM

For Binary Classification

By Marc Block  blockmarc@hotmail.com
Under Guidance of  

Martin Sewell M.Sewell@cs.ucl.ac.uk
Robert Nishikawa, PHD   r-nishikawa@uchicago.edu
The purpose of the paper is to give the first time user a practical example of winSVM for classification.

The window version of winSVM was created by Martin Sewell M.Sewell@cs.ucl.ac.uk
· Based on mySVM.

· Optimization feature helps facilitate parameter selection and analysis.

Download: source or winSVM.exe – last updated 15 July 2005

Download example files for Binary Classification: train.txt validation.txt test.txt


Use this tutorial.

Tutorial

WinSVM can be used for both classification and regression.  If the reader is interested in regression there is an excellent tutorial by Martin Sewell M.Sewell@cs.ucl.ac.uk .  I am following the format of his tutorial for this paper.

This is an exercise in supervised learning; we are given the following input/output data. Given future inputs we wish to classify (unknown) outputs.

	F_1
	F_2
	class

	0.5
	5
	-1

	1
	4
	-1

	1.5
	3
	-1

	1.5
	4.5
	-1

	2
	2
	-1

	2.5
	2.5
	-1

	2
	3.5
	-1

	2.5
	4
	-1

	3
	1.5
	-1

	3
	3
	-1

	3.5
	2
	-1

	3.5
	3.5
	-1

	4
	1
	-1

	4
	2.5
	-1

	4.5
	1.5
	-1

	5
	0.5
	-1

	5
	9.5
	1

	5.5
	8.5
	1

	6
	7.5
	1

	6
	9
	1

	6.5
	6.5
	1

	6.5
	8
	1

	7
	7
	1

	7
	8.5
	1

	7.5
	6
	1

	7.5
	7.5
	1

	8
	6.5
	1

	8
	8
	1

	8.5
	5.5
	1

	8.5
	7
	1

	9
	6
	1

	9.5
	5
	1

	2.5
	3
	-1

	4
	2
	-1

	6
	8
	1

	8
	7
	1

	2.7
	3.3
	-1

	4.7
	2.6
	-1

	6.4
	7.8
	1

	7.7
	6.8
	1


I split the data into three sets.  

The first set will be used for training.  The second set will be used for to ascertain the correct kernel and setting to use when running winSVM for prediction.  The final set of data will be used in prediction.

Training Data 

Save the training data in the file train.txt as:

@parameters

#training set

@examples

format xy

0.5 5 -1

1 4 -1

1.5 3 -1

1.5 4.5 -1

2 2 -1

2.5 2.5 -1

2 3.5 -1

2.5 4 -1

3 1.5 -1

3 3 -1

3.5 2 -1

3.5 3.5 -1

4 1 -1

4 2.5 -1

4.5 1.5 -1

5 .5 -1

5 9.5 1

5.5 8.5 1

6 7.5 1

6 9 1

6.5 6.5 1

6.5 8 1

7 7 1

7 8.5 1

7.5 6 1

7.5 7.5 1

8 6.5 1

8 8 1

8.5 5.5 1

8.5 7 1

9 6 1

9.5 5 1

Click on the button “Input file…” and select ‘train.txt’.

Enter 100 for the number of runs.  

Click on the button “Optimize”

Inspect train-opt.csv,  First sort that data according to the lowest MSE.  below is the first couple rows in that file.

Keep in mind that if the problem is linear, ( this case it is) then we should use the dot kernel.  If the problem is nonlinear or we are not sure then the most “generic” kernel is redial unless you have reason to believe that another kernel is more appropriate.  One has to use caution when looking at the MSE because a very small MSE can be due to over fitting the data.

	MSE
	C
	epsilon
	nu
	kernel
	
	

	0.00227659
	100
	0.001
	 
	type anova
	gamma 0.9
	degree 4

	0.00229054
	100
	0.001
	 
	type anova
	gamma 0.7
	degree 5

	0.0023336
	100000
	1.00E-05
	 
	type radial
	gamma 5
	

	0.00476825
	100000
	1.00E-05
	 
	type radial
	gamma 1.5
	

	0.00476825
	10
	1.00E-05
	 
	type radial
	gamma 1.5
	

	0.00488945
	10
	0.01
	 
	type anova
	gamma 0.6
	degree 4

	0.00686501
	10
	1.00E-06
	 
	type radial
	gamma 0.6
	

	0.0076197
	10000
	1.00E-05
	 
	type radial
	gamma 0.7
	

	0.00834761
	1.00E+06
	0.001
	 
	type radial
	gamma 1
	

	0.00847092
	1.00E+06
	0.0001
	 
	type radial
	gamma 0.9
	

	0.0187571
	0.01
	0.001
	 
	type anova
	gamma 0.1
	degree 4

	0.0421887
	0.1
	1.00E-05
	 
	type anova
	gamma 0.4
	degree 1

	0.0502453
	1000
	 
	0.8
	type dot
	
	

	0.0502453
	0.01
	 
	0.8
	type dot
	
	

	0.0502453
	1000
	 
	0.8
	type dot
	
	


From the above chart lets use a kernel that is radial with a gamma of 5 and also the dot kernel.

Below is the winSVM for radial of gamma of 5.  Repeat following steps for dot to be used as comparison.
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click on the button “Learn”

Open up the file train-svm.txt which contains the training set alpha-values.  Copy and paste this , plus the validation set into a new file which you will save as ‘validation.txt’

@parameters

#training set

@examples

dimension 2

number 32

b 3.841960863760578e-005

format xya

0.5 5 -1 -0.7953194521790666

0.9999999999999998 4 -1 -0.2257905418870571

1.5 3 -1 -0.4728120227398033

1.5 4.5 -1 -0.2242220296101516

2 2 -1 -0.5422919354672453

2.5 2.5 -1 0

2 3.5 -1 0

2.5 4 -1 -0.4729380920122603

3 1.5 -1 -0.4732034872376152

3 3 -1 0

3.5 2 -1 0

3.5 3.5 -1 -0.5426207433643442

4 0.9999999999999998 -1 -0.2238154434741356

4 2.5 -1 -0.4718455641394974

4.5 1.5 -1 -0.2269646184792677

5 0.5 -1 -0.7943809129125348

5 9.5 1 0.7950394945789123

5.5 8.5 1 0.2228243460575824

6 7.5 1 0.4736904037009287

6 9 1 0.2278341342008523

6.5 6.5 1 0.5421233783693792

6.5 8 1 0

7 7 1 0

7 8.5 1 0.470098947707732

7.5 6 1 0.4738076441383404

7.5 7.5 1 0

8 6.5 1 0

8 8 1 0.5449741533037087

8.5 5.5 1 0.2230849078091013

8.5 7 1 0.4705365453410264

9 6 1 0.2271284881944043

9.5 5 1 0.7950624001010097

#validation set

@examples

format xy

2.5 3 -1

4 2 -1

6 8 1

8 7 1

Click on the button “Input file…” and select ‘validation.txt’

Click on the button “Predict”

If we open up the file out.txt we see that

Accuracy  : 1

Precision : 1

Recall    : 1

Predicted values:

   | +  | -

---+----+----

 + |  2  |  0    (true pos)

 - |  0  |  2    (true neg)

This is great!  We have identified that we had 2 positive and 2 negative numbers in our validation test set.  The next step is to determine which kernel gives us the best fit and then apply that kernel to our test cases.

Open up the file validation-pred.txt.  An excel worksheet was used to compute the square of the difference between the obtain result and the expected result.  We can add up these differences to give us an idea of what kernel works best.

	Validation

	Dot
	 
	radial gamma 5

	Results
	Correct
	Dif Sqared
	 
	Results
	Correct
	Dif Sqared

	-1.28571
	-1
	0.08163
	 
	-1.09099
	-1
	0.008279

	-1.14286
	-1
	0.020409
	 
	-1.04537
	-1
	0.002058

	1.14286
	1
	0.020409
	 
	1.04493
	1
	0.002019

	1.42857
	1
	0.183672
	 
	1.09413
	1
	0.00886

	
	
	0.30612
	 
	
	
	0.021217


Notice both results are very close!  Radial gives us a slightly better result.

Our final step is to substitute the test case for the valuation cases in the file validation.txt

The following is for the radial kernel with gamma of 5 please do the same steps for the dot kernel.

@parameters

#training set

@examples

dimension 2

number 32

b 3.841960863760578e-005

format xya

0.5 5 -1 -0.7953194521790666

0.9999999999999998 4 -1 -0.2257905418870571

1.5 3 -1 -0.4728120227398033

1.5 4.5 -1 -0.2242220296101516

2 2 -1 -0.5422919354672453

2.5 2.5 -1 0

2 3.5 -1 0

2.5 4 -1 -0.4729380920122603

3 1.5 -1 -0.4732034872376152

3 3 -1 0

3.5 2 -1 0

3.5 3.5 -1 -0.5426207433643442

4 0.9999999999999998 -1 -0.2238154434741356

4 2.5 -1 -0.4718455641394974

4.5 1.5 -1 -0.2269646184792677

5 0.5 -1 -0.7943809129125348

5 9.5 1 0.7950394945789123

5.5 8.5 1 0.2228243460575824

6 7.5 1 0.4736904037009287

6 9 1 0.2278341342008523

6.5 6.5 1 0.5421233783693792

6.5 8 1 0

7 7 1 0

7 8.5 1 0.470098947707732

7.5 6 1 0.4738076441383404

7.5 7.5 1 0

8 6.5 1 0

8 8 1 0.5449741533037087

8.5 5.5 1 0.2230849078091013

8.5 7 1 0.4705365453410264

9 6 1 0.2271284881944043

9.5 5 1 0.7950624001010097

#validation set

@examples

format xy

2.7 3.3 -1

4.7 2.6 -1

6.4 7.8 1

7.7 6.8 1

Make sure that you are pointing to the correct validation.txt file, and then click on the predict button.

Comparison of the results

Again I used our excel worksheet for comparison of test points

	Predict

	Results
	Correct
	Dif Sqared
	 
	Results
	Correct
	Dif Sqared

	-1.14286
	-1
	0.020409
	 
	-1.09559
	-1
	0.009137

	-0.77143
	-1
	0.052245
	 
	-0.60588
	-1
	0.155334

	1.2
	1
	0.04
	 
	1.09513
	1
	0.00905

	1.28571
	1
	0.08163
	 
	1.09987
	1
	0.009974

	
	
	0.194284
	
	
	
	0.183495


Both methods give us great results!  Also both results are very very close.

PAGE  
6

_1206334461

